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Figure 4.  Screenshot of 3D visualization
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• the blobs are drawn with a single pixel outline, from 
dark red (least light blob) to bright purple (most 
light blob)

• the user can rotate the blobs in 3D virtual space 
using the mouse

• the user can grow the blobs away from the same 
3D plane by adding z-value according to their 
“grayscale level” via a slider called “3D effect”

The second visualization includes the points corresponding 
to active sound segments for corpus-based audio synthesis.  
It includes feedback of the points’ activation: Quantity of 
movement is mapped to the size of the point, the background 
grayscale level is mapped to inverse color saturation, i.e. 
light background is dark green, dark background gives 
light green. See Figure 5 and the accompanying video for 
an example.

INTERPRETATION
Audio
The audio process is based on corpus-based concatena-
tive synthesis (CBCS) [9] as implemented in the CataRT 
system. CBCS makes it possible to create sound by selec-
ting segments of a large database of pre-recorded audio 
(the corpus) by giving a target position in a space where 
each segment is placed according to its sonic character 
in terms of audio descriptors, which are characteristics 
extracted from the source sounds such as pitch, loudness, 
and brilliance, or higher level meta-data attributed to 
them.

For Dirty Tangible Interfaces, we project the corpus onto 
the 2D interaction surface by choosing two descriptors as 
its axes. Each segment then has a 2D coordinate and can 
be visualized as a point on the detection visualization (see 
Figure 5).
To play the segment associated to a point, we determine if it 
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Figure 5.  Screenshot of audio activation visualization
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lies within a blob, in which case the segment is triggered (if 
it is not already playing). The depth of the containing blob 
is mapped to the playback gain, so that fast movements 
play loud, slow movements play softly.
The background profile can be mapped to a sound 
transformation parameter, e.g. segment fade-in and out 
times, reverse probability, filter.   In our experiments, we 
obtained musically interesting subtle effects by mapping 
the background to a little amount of transposition 
randomization (maximally +/- 2 semitones).  This means 
that at the beginning, with a thick layer of material, sounds 
play untransposed, but when digging deeper and exposing 
the bottom of the dish, chorusing effects can be deliberately 
produced for specific sound segments only.

Optimizing the Navigation Space

While a direct projection of the high-dimensional 
descriptor space to the low-dimensional navigation space 
has the advantage of conserving the musically meaningful 
descriptors as axes (e.g. linear note pitch to the right, 
rising spectral centroid upwards), we can see in  [11] that 
sometimes the navigation space is not optimally exploited, 
since some regions of it stay empty, while other regions 
contain a high density of units, that are hard to access 
individually. Much of the interaction surface can remain 
unexploited.
Therefore, we apply the distribution algorithm Unispring 
[10] that spreads the points out using iterative Delaunay 
triangulation and a mass–spring model, while keeping 
similar sounding points close together.  The results of the 
algorithm can be seen in Figure 5.

Implementation

Thanks to the underlying FTM&Co. extensions providing 
optimized data structures and operators in a real-time 
object system and arbitrary-rate overlap–add granular 
synthesis to Max/MSP, CataRT can play all activated sound 
grains in parallel, limited only by the CPU speed of the 
machine.   (In practice thousands of segments playing in 
parallel are possible.)
The detection software communicates with CataRT via 
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Figure 6.  Screenshot of Dirti Traces graphical interpretation
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OSC, initiating a dump of the corpus segment’s positions, 
and sending back the activation and background levels of 
all points.
CataRT and FTM&Co are released as free open source 
software at http://imtr.ircam.fr and http://ftm.ircam.fr.

Graphics
Several projects of graphical interpretation of the dirty 
interaction are under work. One of them, Dirti Traces (see 
Figure 6), consists of tracking the blobs and using them 
to represent traces of the movements that get eroded and 
displaced through time, symbolizing the attack, sustain 
and decay of the sounds produced by the interaction.
Another, Dirti Terrain Editor (see Figure 7), makes use of 
the density of the interaction material in the dish to edit 
a 3D terrain on screen, allowing the performer to draw 
islands, lakes and paths while playing sounds with Dirti.
For the future, a graphical feedback similar to that of the 
Parametropophonics 6 audio–graphic, parametric 3D 
models (formerly Swirls 7 ) is planned.  Here, the audio 
descriptors for each segment determine the expression of 
a parametric 3D shape, and their activation will animate 
parts of the parameters, or interpolate between models.

CONCLUSION
As can be seen in the example video, also visible online 
at http://vimeo.com/topophonie/dirti, dynamic and 
expressive musical play is possible, matching the dynamics 
of the manipulation of the interaction material.  Thanks to 
the mapping of the space of sound characteristics to the 
interaction space, timbral evolutions can be purposefully 
controlled.  Even multi-player interaction is possible in this 
inherently collaborative interface.

7

6  http://vimeo.com/37967817

7  http://vimeo.com/21339248 
and 

    http://smallab.org/swirls
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Figure 7.  Screenshot of Dirti Terrain Editor graphical interpretation 
(see http://vimeo.com/37313858)
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